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Introduction



Tensor

Tensors (multi-way array) are a natural representation for multi-
dimensional data, e.g., videos, time-evolving networks
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Research Problem

Time



Online Sparse Tensors

• Online Tensors
• Snapshots appended to history tensor along the time
• e.g., time-evolving network, video sequence, fmri

• Sparse Tensors
• A small set of non-zeros compared to zeros

• Static methods are too expensive
• Online methods are not optimized for sparse data



Methodology



Limitations of OnlineCP on Sparse Tensors
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[Bader & Kolda, 2007]

1 million users, density: 1×1012



OnlineSCP Algorithm

Given: history data     ,  existing decomposition                  , new data        .
Find:    new decomposition



Experiments





Results - Effectiveness



Results – Time Efficiency



Results – Space Efficiency



Variance on Efficiency



Q & A


